Scientists integrate models to assess the impacts of climate change and climate variability on water resources and ecosystems. In this context, integration occurs between atmospheric and hydrologic models by downscaling and bias correcting Global Circulation Models (GCM) climate projections (e.g., precipitation and temperature data sets) and feeding these data as boundary conditions into a hydrologic model. Integrated models can help water managers and policymakers make more informed decisions when planning for future climate conditions, such as managing for changes in the timing and quantity of available water (Hay et al. 2002; Salathé 2004; Hanson and Dettlinger 2005; Maurer and Hidalgo 2008). Downscaling is an important step in integrated modeling because the spatial resolution of GCM simulated temperature and precipitation (~100 – 250 km) is too coarse for watershed-scale hydrologic modeling. As such, downscaling approaches combine GCM climate output with regional climate models (RCMs) and/or sub-regional climate information to alleviate the scale problem (Hay et al. 2002; Fowler et al. 2007; Maurer and Hidalgo 2008; Huntington and Niswonger 2011).

In mountainous environments, it is especially important to incorporate fine-scale information into coarse GCM projections for hydrologic modeling because of the altitude-dependence of precipitation and temperature that is not reflected at the GCM resolution (Seager and Vecchi 2010). Downscaling GCM data is necessary to properly simulate hydrologic processes that are sensitive to altitude (e.g., snow pack development, snowmelt runoff, soil moisture, and evapotranspiration). Many methods have been used for downscaling GCM output to a finer spatial resolution, and most result in temperature and precipitation data sets at spatial resolutions around 10 km (Lettenmaier...
et al. 1999; Wood et al. 2002; Salathé 2003; Wood et al. 2004; Maurer and Hidalgo 2008), making further downscaling necessary for watershed-scale hydrologic modeling, which is typically at a scale of <1 km.

Downscaling methods generally fall into three categories, statistical, dynamical, and hybrid statistical-dynamical downscaling. Statistical methods are the most commonly used (Wilby et al. 2004); however, dynamical and hybrid methods are becoming more popular due to their ability to incorporate non-stationary, regional-scale atmospheric processes into downscaled results (Leung et al. 2003). Statistical downscaling refers to modifying GCM output such that the statistical characteristics of the output (e.g., probability of occurrence) are consistent with the statistical characteristics of fine-scale climate data, typically taken from climate stations. Dynamical downscaling refers to the use of RCMs to produce climate data through regional-scale atmospheric simulations at a spatial scale smaller than the GCMs scale. Typically, RCMs simulate climate at scales between 10 and 50 km using initial and boundary conditions provided by GCMs, and they require large computational resources relative to statistical approaches. However, RCMs provide a more realistic representation of regional climate processes as compared to statistical downscaling, yet the accuracy depends largely, as is the case with statistical downscaling, on the large-scale results provided by GCMs (Piani et al. 2010).

Statistical downscaling approaches are computationally efficient and are easily reproducible, but they rely on relationships that are invariant in a changing climate between large-scale GCM and regional scale climate variables (Sharma et al. 2007). The efficiency of statistical downscaling facilitates the use of many different GCM model outputs and scenarios to generate a wide range of climate projections, which is useful considering model uncertainty (Tebaldi and Knutti 2007; Pielke et al. 2009). Primary drawbacks associated with statistical downscaling include: (1) the stationary assumption of the regression relationships may not hold for climate conditions other than the training period; (2) no consideration of physical processes (i.e., land atmospheric interactions and feedbacks); (3) the prediction skill is limited to the skill of the input data; and (4) the necessity to have long-term, reliable observational datasets to develop statistical relationships.
A new approach is presented herein for downscaling projections of temperature and precipitation from GCMs to a scale appropriate for forcing catchment-scale hydrologic models. The approach consists in a statistical downscaling method for bias correction to further downscale gridded simulated output from different regional downscaled gridded datasets to individual weather stations. When this method is combined with gridded dynamical downscaling approaches we call it a “hybrid downscaling”, and when combined with gridded statistical downscaling approaches we call it “double-statistical downscaling.” Figure 1 illustrates the hybrid and the double-statistical approach, including the steps involved and necessary modeling components. GCM model output provides large-scale bottom and lateral boundary conditions to the dynamical downscaling, which is further downscaled to the hydrologic model grid or individual weather stations using the hybrid approach. Alternatively, GCM model output can be re-gridded using statistical downscaling strategies and further downscaled using the double-statistical approach. In this work, we illustrate the application of the hybrid and double downscaled approach to simulate coupled surface and ground water interactions in three mountainous watersheds in the Lake Tahoe and Truckee River basins. These watersheds are of special interest because they provide water to nearby developed basins, and significant hydrologic change has been observed and associated with climate change in the region (Coats 2010; Huntington and Niswonger 2011). We show that the new hybrid approach improves the simulated climate and resulting hydrologic conditions in the mountainous watersheds modeled by Huntington and Niswonger (2011) relative to solely using dynamic or statistical downscaling approaches.

**Data and Methodology**

**Dynamic Downscaling**

Dynamically downscaled simulations presented herein use a high-resolution regional climate models based on the Advanced Research - Weather and Research Forecasting model (WRFV3.2; Skamarock et al. 2008). RCM simulations are forced with the larger-scale GCM results that are used to define bottom and lateral boundaries for the RCM domain (Figure 1). WRF is a weather forecasting model that has been adapted to run for much longer time periods, referred to as “climate mode” (decades instead of day-to-week long forecasts). Studies done by researchers at the Desert Research Institute (DRI), as well as other research groups, have found WRF to be suitable for regional to sub-regional dynamical downscaling purposes and climate change assessment (Takle et al. 2007; Qian et al. 2009; Salathé et al. 2009; Mejia and Koracin 2011; Mejia et al. 2011). DRI uses a version of WRF that was modified for long-term climate simulations, called DRI-RCM. For this study, DRI-RCM was integrated for the period 1982-2007 over the western United States at 36 and 12 km resolution using GCM bottom and lateral boundaries from the National Center for Atmospheric Research-Community Climate System Model model version 3.0 (NCAR-CCSM3). In this work, only simulated daily 12 km minimum and maximum temperature and precipitation data were used.

**Statistical Downscaling**

Statistical downscaled data for this work is based on the US Bureau of Reclamation bias corrected and spatially disaggregated climate projections approach (Bias-Corrected Spatial Disaggregation; Maurer et al. 2007). The BCSD method is used to downscale monthly data, and uses a random resampling technique to generate daily values at 12 km grid size of minimum and maximum temperature and precipitation. BCSD has been applied for 16 different GCMs and 3 different emission scenarios; however, this work only uses the BCSD data for one NCAR-CCSM3 for comparison to the DRI-RCM model output.

**Hybrid and Double-Statistical Downscaling**

As described, the hybrid and double-statistical downscaling approaches combine both dynamical and statistical techniques, respectively, to generate climate projections that are appropriately scaled for use in a hydrologic model. They involve further post-processing of gridded climate projections to individual station locations, which is similar to weather forecasting applications, wherein model
output is post-processed to produce site-specific statistical information (Klein and Glahn 1974). RCM simulations exhibit biases and inaccuracies (Feser et al. 2011), and the statistical downscaling part of the hybrid approach objectively removes such biases by matching observed statistics, while retaining day-to-day variability of the simulated weather phenomena. The hybrid downscaling approach combines, the physics-based realism of dynamical downscaling with the computational efficiency of statistical downscaling, whereas the double-statistical approach removes scale and altitude specific biases from gridded statistical downscaled data (e.g., BCSD data). The steps in the implementation of the hybrid approach are: (i) quality control of primary weather station data; (ii) interpolation of gridded output from RCM (this work uses DRI-RCM) to horizontal station location using bi-linear approach (alternative options include, inverse distance, nearest neighborhood, and multilinear interpolation); (iii) detrending low-frequency modes; (iv) bias-correction using the quantile-quantile mapping technique from the empirical Cumulative Distribution Function (Panofsky and Brier 1968); and (v) re-trending. The steps in the implementation of the double-statistical approach are the same as in the hybrid approach except for step (ii), where output from the RCM is replaced for gridded statistical downscaling data (this work uses BCSD). Drawbacks of these individual station downscaling approaches include those of the dynamical and statistical downscaling approaches, as described above.

Hydrologic Model (GSFLOW)

The GSFLOW is an integration of the USGS Precipitation-Runoff Modeling System and a Newton formulation of the USGS Modular Ground Water Flow Model (MODFLOW-NWT; Niswonger et al. 2011). GSFLOW was designed specifically for decade-to-century long simulation of surface and ground water flow while accounting for connections and interactions among terrestrial systems, streams, lakes, wetlands, and ground water. GSFLOW has been applied to simulate surface-ground water interaction in several basins across the United States (Niswonger et al. 2006; Hunt et al. 2008; Markstrom et al. 2008; Huntington and Niswonger 2011).

GSFLOW requires weather variables of

Figure 2. (Left) GSFLOW Study Area – 3 watersheds in eastern Sierra. Incline, Third, and Galena Creeks – 52 km². Also shown in the location of the meteorological stations, Tahoe City (1897 m ASL) and Mt Rose (2696 m ASL), providing daily precipitation. (Right) Illustration of local biases introduced by complex terrain. For example, nearest simulated temperature near the station A’ will be systematically cooler temperatures (as those from higher elevations in grid point A). This type of bias is smaller over flatter terrain (B and B’). Notice that interpretation of physical parameters is sensitive to choice of horizontal interpolation scheme (e.g., bi-linear interpolation, nearest neighborhood, inverse distance).
daily maximum and minimum temperature and precipitation to compute daily water and energy balances. Figure 2 shows the location of the study area and the location of the weather stations used as meteorological boundary conditions in GSFLOW. Climate is distributed spatially across the model (1900 m – 3000 m ASL) at 60 m resolution based on the parameter-elevation regression on independent slopes model mean monthly precipitation patterns (Daly et al. 1994), and daily temperature and precipitation recorded at the Natural Resource Conservation Service Mt. Rose SNOTEL station located at 2,696 m elevation, and the Tahoe City National Oceanic and Atmospheric Administration cooperative-observer weather station, located within 20 km of the model domain at 1,897 m (ASL). Figure 2 also illustrates the hydrologic model area and the 12 km grid cell representing the resolution of climate data provided by the BCSD and DRI-RCM, where it is clearly evident that further interpolation of climate is necessary to properly simulate the spatial distribution of climate over the watershed. Observed and simulated (NCAR-CCSM3, BCSD, hybrid and double-statistical) meteorological information for the period 1982-2008 was used to develop individual station climate projections as input for the hydrologic model.

**Results**

Figure 3 and Figure 4 show the observed and simulated seasonal evolution of minimum and maximum temperature and precipitation, for
Mt. Rose and Tahoe City, respectively. Results are shown for statistical, double-statistical, and hybrid downscaling projections. Statistical downscaling alone captures the overall seasonal evolution of these parameters for both sites, but for Mt. Rose it shows a noticeable temperature offset during the spring and a precipitation offset during the winter. On the other hand, downscaling this information using the double-statistical and hybrid approaches reduce the root-mean-squared error relative to solely using the statistical downscaling approaches. Particularly, all downscaling methods show similar behavior except for winter precipitation. There the hybrid approach shows some improvement, presumably due to more realistic winter synoptic conditions. For illustration purposes, we also show the results from interpolating the coarser NCAR-CCSM3 to the specific sites. Not surprisingly, the coarser NCAR-CCSM3 shows a poorer fit to the measured data. Coarse GCMs products smooth out the relief creating lower mountain peaks and associated warmer temperature bias, and underestimate cold season precipitation at both Mt. Rose and Tahoe City (Mejia et al. 2011).

Daily values of temperature and precipitation produced by hindcast simulations typically compare poorly to measured values. Improving simulated daily climate conditions is important for accurately simulating hydrologic processes. The occurrence of freezing and below freezing conditions (Tmin < 0 °C) must be simulated accurately to simulate snowpack development and melt, and the resulting runoff and streamflow in snow-dominated basins. Accurately simulating the correct threshold temperatures that are used by the model to determine the type of precipitation (snow or rain) is a difficult problem in hydrologic modeling. Thus, snowpack development and melt by simply evaluating the Tmin < 0 °C is rather arbitrary. The use of this threshold is solely to test variability of surface temperature fluctuations of the different downscaling approaches. Simulated minimum temperatures for Mt Rose based on NCAR-CCSM3 underestimate the number of days below freezing during the cold season (Oct.-May), where only 21 percent of this time is simulated as below freezing as compared to the measured data showing that temperatures are below freezing 58 percent of the time. The hybrid approach simulates the percent of the cold season below freezing much better than the GCM (57 percent as compared to 21 percent) and slightly better than solely using statistical (45 percent) and double-statistical (55 percent) downscaling.

Figure 5 shows the distribution of days below freezing and highlights differences among the different downscaling approaches. Despite being biased toward higher temperatures, NCAR-CCSM3 overestimates the number of short consecutive days with below freezing temperatures. Figure 5 also shows that all downscaling strategies more accurately simulate the number of days below freezing as compared to NCAR-CCSM3. In general, differences are more apparent for number of short “excursions” of consecutive days below freezing. The differences among the downscaling approaches for number of long excursions of consecutive days below freezing become less apparent. The hybrid approach shows more realistic daily variability as evidenced by the comparison to measured days below freezing, but it slightly overestimates the number of short consecutive days below freezing. Both statistical and double-statistical approaches shift the distribution of days
below freezing toward longer consecutive days. As shown below, the results of the hydrologic model are highly sensitive to daily variability in precipitation and surface temperature.

Figure 6 shows the seasonal evolution of surface and ground water parameters simulated by GSFLOW using boundary conditions based on NCAR-CCSM3, and downscale simulated data. GSFLOW simulation based on the measured data shows that streamflow and runoff rise towards its peak in early May-July, presumably produced by snow melting. Not surprisingly, driving the GSFLOW with GCM data, which is biased toward dryer and higher temperatures, produced a streamflow and runoff seasonal pick that is decreased and occurs early in the cold season. We recall that GSFLOW simulations with GCM data was regarded as a hypothetical case to show the overall benefit of regional downscaling approaches in addressing hydroclimate impacts over complex terrains and small-dominated basins. However, as shown by Seager and Vecci (2010), GCM data can be useful to assess hydroclimate trends at regional scales.

Overall, GSFLOW simulations using both double-statistical and hybrid downscaled data were more successful in realistically simulating the catchment response in the watershed (Figure 6). The resolution of statistical downscaled data is still insufficient to capture the processes related to the snow accumulations and melt in the complex orography of this hydrological system. Among the downscaled data, simulations using statistical downscaling alone show earlier and highest releases of streamflow and runoff during the spring, which is related to the relatively mean warm temperature bias during the same season (Figure 3). As shown in Figure 6, this hydrological system reflects strong stream–ground water interactions, with surface hydrologic parameters being more sensitive to
different downscale meteorological boundary conditions than the ground water parameters. The capacity of ground water systems to damp climate variability is well known; however, the temporal scale(s) at which ground water responses start being significant raise many important questions regarding the catchment system resilience to such climate conditions.

Figure 6 also shows that for all downscaled approaches the simulated streamflow agree better before the streamflow and runoff peak, while these parameters were lower after the pick. Despite the differences during the peak season, GSFLOW simulates relatively similar low flows during late summer and the fall season, when the contribution of ground water to streamflow reaches its peak.

Remarks and Conclusions

This paper implements an individual station-based downscale approach, the double-statistical and hybrid downscaling, to further downscale simulated output from fine-scale statistical downscaling and Regional Climate Models approaches, respectively. The station-based downscaling approach consists in a quantile–quantile bias-correction mapping that uses measured data from individual stations to bias correct such gridded dataset. Downscaled simulated data are tested in a pre-calibrated hydrological model systems based on GSFLOW. We showed that the station-based downscaling approaches are appropriate and add accuracy in simulating surface and ground water processes for a 20-year hindcast period (1988-2008). The proposed framework is useful in small catchment systems over mountain regions where downscaled gridded data is still too coarse for sub-regional and basin-scale impact studies. It is our ambition that this procedure is also applicable to other climate change impact studies at subregional scales, including ecosystems modeling for small ecological reserves, urban environments, and one dimensional modeling systems.

In general, the hybrid approach shows better skill than the statistical and double-statistical downscaling approaches. Presumably contributing with more comprehensive and consistent weather events, as evidenced by the day-to-day variability metrics (Figure 5), this combination appears to be beneficial when integrated in this particular hydrological system. However, double-statistical downscaling, as provided by the BCSD, also responds positively when further downscaled to individual sites.

This works shows an “Integrated Model System” (from Global Climate Model output to surface/ground water hydrological model) that enables the study of hydroclimate variability and change of value for impact studies including information on low flows, spring flows, and long-term ground water resources. The impact of climate change under different Intergovernmental Panel on Climate Change (2007) emission scenarios using a similar framework is presented in a separate study by Huntington and Niswonger (2011). Driving hydrological models with downscaled GCM data may only allow comparisons of future scenario output to estimate magnitudes of change and sensitivity of watershed to model and emissions scenarios. Information of future changes will be of value only if they can be significantly different from the sensitivity to downscaled model during the calibration and hindcast period. Such sensitivity has prompted further work in the development of downscaling approaches and assessment of uncertainty. Thus, the strikingly important questions that remain, but can be addressed with this model framework, include what uncertainties are involved and how this uncertainty is transferred between model layers.
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